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We present a foundation model-derived method to identify highly informative tokens and
events in electronic health records. Our approach considers incoming data for the entire
context of a patient’s hospitalization to find surprising events. Context enables flagging
anomalous events that rule-based approaches would consider within a normal range. We
demonstrate that the events our model flags are significantly more useful than average events
for predicting downstream patient outcomes and show that a fraction of events we identify
as unsurprising can be safely dropped without an adverse impact on performance. Finally,
we show how informativeness can help interpret the predictions of prognostic models trained
on foundation model-derived representations.
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1. Introduction

Healthcare generates a stream of data, including vitals, labs, medications, and respiratory
support. Clinical decision making requires parsing and understanding this information and its
importance in the context of each patient’s medical history. Oftentimes, event summaries like
automatically-collected vitals provide little additional knowledge about a patient.2,58 Clinicians
are commonly notified regardless, resulting in increased cognitive burden and alarm fatigue.51

For over a decade now, the Joint Commission has included “reduc[ing] patient harm associated
with clinical alarm systems” as a National Patient Safety Goal [52, NPSG.06.01.01, since 2014].
In this paper, we investigate the extent to which foundation model (FM)-derived estimates of
event information can be used to highlight the most important events in a patient’s record. In
essence, we explore which events are surprising to the FM based on a comparison between what
the model expects to happen next and what is observed. Identifying important or surprising
events has the potential to substantially improve our understanding of healthcare delivery and
better inform clinicians about the status of their patients.

Divergence between the model’s expectation and the actual observation or informativeness
broadly indicates one of three things: (1) practice variation, when a clinician makes a decision
which deviates from what is typically done in similar contexts in the training data (e.g.,
prescribing a medication o!-label); (2) an unexpected change in patient condition that would
generally be observed in clinical measurements (e.g., a lab result which indicates a change
in patient state that could not be predicted using observed covariates); or (3) issues of data
quality which could be present in either orders or patient measurements (e.g., a typo when
entering a value). In all three cases, there is the potential to learn substantially from the
model’s “surprise,” to potentially reduce clinical errors, and to rapidly and succinctly surface
the most important information for a clinician. This could be used to both better inform the
time-sensitive decision-making that often occurs in the hospital setting as well as to provide
a summary of the most important information about a patient for downstream analyses like
phenotyping or sub-population identification.

While this work focuses on patients receiving critical care in the inpatient setting, the
approach aims to be one which can be generalized to many healthcare settings with longitudinal
data and outcomes. This work operates at the level of Electronic Health Records (EHRs)
corresponding to individual hospitalization stays. For each hospitalization, we form a sequence
of tokens that describe the admitted patient, along with their admission type, and then chronicle
vitals, administered medications, lab results, assessments, and a few other categories of data
as they become available, ending with a token for discharge.9,33,49 We perform self-supervised
training of a foundation model (FM) to predict the next token in one of these sequences
given all previous tokens. Such models have proven remarkably e!ective across a number of
fields4,41,50 but most importantly in our case for predicting a variety of downstream clinical
outcomes.56,57 Furthermore, these models are generative34 in the sense that they estimate the
joint probability distribution on these sequences. Given a trained model and a novel sequence,
we can estimate the context-aware (conditional) information of each token. We call a series
of tokens that become available at the same time “an event” and calculate context-aware
information for each event. We show that highly informative tokens and events are more
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predictive of downstream outcomes and tend to result in greater changes to the model-derived
understanding of a patient’s current condition.

In this paper, we present the first comprehensive study of FM-derived information quantifi-
cation for tokens and events in EHRs. Our main contributions are as follows:

(1) We propose a principled FM-derived method to identify highly informative tokens and
events in a patient’s EHR. As opposed to classical rules-based methods, our context-
informed approach identifies anomalous labs and assessments even when a patient has
values within what would be considered a normal range. As opposed to the variable
importance methods applied to classifiers trained for specific outcomes, our method defines
informativeness in terms of the sequences themselves.

(2) We illustrate how the occurrence of highly informative events impacts a patient’s prognosis
and alters the FM-derived representation that is commonly used for making downstream
predictions. In terms of interpretability, this allows us to provide a list of events deemed
most informative to the FM. We show that dropping these events from a patient’s timeline
impacts the performance of downstream prognostic models. Conversely, we show that events
carrying the least information can be dropped without sacrificing predictive performance.

2. Related work

Early approaches to modeling sequential data derived from EHRs focused on recurrent neural
networks (RNNs) including Long Short-Term Memory [22, LSTM] networks.5,10,30,39 Approaches
shifted from RNNs to transformers53 beginning with variations on BERT,11 including BEHRT29

and Med-BERT.40 Subsequently, Foresight27 and ETHOS42,43 both used generative pretrained
transformer [38, GPT] architectures. Wornow, et al. provided a detailed review of FMs for EHRs
up to 2023.57 More recently, Mamba,19 a selective state-space model, has found applications in
ClinicalMamba59 and EHRMamba.13

Some e!orts have been made to better understand these types of models. Beaulieu-Jones, et
al.6 noted that sequential EHR models can learn both from the patient’s actual state (e.g. the
result of a particular lab) and from clinicians’ actions (e.g. the fact that a particular lab was
ordered). They found that models trained on demographics, admissions data, and charges from
the first day of admission (clinician-initiated actions) performed competitively against models
trained on full sequences of EHR data. In doing so, they raised an important point about
understanding which tokens and events in a patient’s sequence drive a model’s understanding
of that sequence.

Wornow et. al55 studied, among other things, how sequences derived from EHRs di!er
from natural language (written English). They showed how EHRs exhibit copy-forwarding of
chronic diagnoses, irregular spacing between tokens, and increased perplexity of tokens over
time due to disease progression. Their definition of perplexity relates closely to our definition
of informativeness, but they did not investigate which types of tokens tend to carry more
information, nor did they consider subsequences. In contrast to this work, they focused on
much longer-term time horizons consisting of multiple clinical encounters, whereas we focus on
single hospitalizations.
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3. Methods

3.1. Data

We considered 422,765 hospitalizations for adults (age 18 or older) from the Beth Israel
Deaconess Medical Center between 2008–2019 (MIMIC-IV-3.125) and 50,440 hospitalizations
from the UCMC health system between March 2020–March 2022. We restricted our analysis
to patients with stays of at least 24 hours. We formatted EHR data from each health system
into the CLIF standard.44 The MIMIC patients were partitioned into training, validation,
and test sets at a 70%-10%-20% rate. We then collected each hospitalization for patients
in a given set. In this way, hospitalization records in the test set corresponded to patients
with no hospitalizations in the training or validation sets to avoid any potential information
leakage. The UCMC data was primarily used as a held-out test set, and so was partitioned at
a 5%-5%-90% rate according to the time of each patient’s first hospitalization, with training
patients coming first, followed by validation and then test.

3.2. Tokenization

We converted each hospitalization event from the CLIF standard into a sequence of tokens
(represented computationally as non-negative integers) as follows. For a given sequence, the first
token always corresponds to a timeline start token. The next three tokens contain patient-level
demographic information on race, ethnicity, and sex. The following two tokens correspond to
admission-specific information, namely patient age converted to a decile and admission type.
Taken together, we refer to the 5 tokens occurring immediately after the timelines start token
as the admission prefix. Tokens corresponding to a variety of events for a hospitalization are
then inserted in the same order in which these events occurred. Transfers are encoded with
their standardized location category. Labs are encoded with two tokens and inserted at the
time results become available: one for lab category, and a second for the deciled lab value
in the training set within that category. We call this strategy, of tokenizing categories and
binning their corresponding values according to the training value of the deciles, category-
value tokenization. See Figure 1 for an illustration. A handful of other tables receive this
type of tokenization: vitals and results according to vital category, medication and dosage by
medication category, assessment and results by assessment category. Respiratory information is
recorded at the beginning of respiratory support; the encoded information is mode category and
device category. We include a token indicating if a patient is placed into a prone position. All
hospitalization-related data is encoded this way and inserted in chronological order. Tokens that
arrive synchronously correspond to an event and always appear coterminously in a sequence.
Timelines then end with a token for discharge category and a dedicated timeline end token.
We did not use time-spacing or artificial time tokens36 as recent studies suggest they do not
improve performance.55

3.3. Context-aware information

Consider the set V
T of length-T sequences of tokens drawn from some vocabulary V . Such

sequences correspond directly to tokenized EHR data as described in the previous subsection.
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valuecategorydatetimeid

84glucose serum2020-01-02 11:1542

3.7potassium2020-01-02 11:1542

175glucose serum2020-01-03 21:1371

3.5lactate2020-01-03 21:1371

141sodium2020-01-03 21:1371

133sodium2020-01-04 05:155

1001troponin T2020-01-04 05:155

8.4calcium total2020-01-04 07:1713

134sodium2020-01-04 07:1713

Histogram for glucose serum lab (training data)Labs

Histogram for potassium lab (training data)

Tokens for id=42
explanationtoken

TL_start

RACE_white

ethnicityETHN_non-hispanic

SEX_female

age decileQ9

admission typeADMN_ew_emer.

transferADT_ed

…

lab #1 categoryLab_glucose_serum

lab #1 valueQ0

lab #2 categoryLab_potassium

lab #2 valueQ2

…

discharge typeDSCG_home

TL_end
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Figure 1. Category-value tokenization. We convert lab results into tokens as follows. For each lab
category, we determine decile cuto!s (center) using all results corresponding to that lab category
available in the training dataset. Each lab value is then encoded as a decile (with Q0 corresponding to
the lowest decile, Q1 to the next, and so on up to Q9) and inserted into the corresponding hospitalization
in temporal order.

For a given sequence x = (x1, . . . , xT ) and indices 1 → u → v → T , we let xu:v = (xu, xu+1, . . . , xv)

correspond to the subsequence and x<u = x1:u→1 to the context at u for u > 1. If p is a probability
distribution on V

T , we let p(xu:v) = PX↑p(Xu:v = xu:v) denote the marginal distribution and
p(xu:v|xy:z) = PX↑p(Xu:v = xu:v|Xy:z = xy:z) denote the conditional for indices u, v, y, z. We adopt
the convention that p(xu:v|x<1) = p(xu:v). With these definitions, the Shannon self-information46

of a certain realized subsequence xu:v under p is given by Ip(xu:v) = ↑ log2 p(xu:v). The context-
aware information associated to a realized subsequence xu:v ↓ V and context x<u ↓ V

u→1 is
defined analogously, by

Ip(xu:v|x<u) = ↑ log2 p(xu:v|x<u). (1)

In the case of a single token xt, we have t = u = v and refer to Ip(xt|x<t) = ↑ log2 p(xt|x<t) as
tokenwise context-aware information. As p(xu:v|x<t) =

∏
v

t=u
p(xt|x<t), it follows that

Ip(xu:v|x<u) =
∑

v

t=u
Ip(xt|x<t). (2)

Thus, context-aware information is additive.
This quantity plays a pivotal role in the training of standard models. A model is a

parameterized distribution pω on V
T . Training attempts to find parameters ω that minimize

the relative entropy (or Kullback–Leibler divergence28) between the empirical distribution p̂

given by the training set and pω,

D(p̂||pω) = EX1:T↑p̂[Ipω(X1:T )]︸ ︷︷ ︸
H(p̂,pω)

↑EX1:T↑p̂[Ip̂(X1:T )]︸ ︷︷ ︸
H(p̂)

. (3)

Here, H(p̂, pω) is the cross-entropy between p̂ and pω and H(p̂) is the entropy of p̂. As this latter
term is independent of ω, it may be disregarded during training / optimization. By (2), we
have the simplification H(p̂, pω) =

∑
T

t=1 EX1:T↑p̂[Ipω(Xt|X<t)]. We see that the training process
optimizes ω to minimize the expected tokenwise context-aware information over the training set.

Pacific Symposium on Biocomputing 2026

177



In more general terms, training finds the model pω that makes the training set least surprising.
This is equivalent to maximum likelihood estimation [17, §5.5]. Upon completion of training,
pω→ with optimized parameters ω↓ serves as our best approximation to p and can be used to
calculate the context-aware information (1) in new timelines for tokens and subsequences.

3.4. Model architecture and training

For our parameterized distribution pω on sequences of tokens/integers, we train a model from
scratch based on the Llama-3.2 model architecture18 with a hidden size of 1024, intermediate
size of 2048, 8 hidden layers, and 8 attention heads, for a total of 67.3 million parameters.
Wornow, et al.’s [55, Fig. 1B] architecture comparison indicates that the Llama architecture
performs favorably to GPT,38 Hyena,37 and Mamba19 architectures for context lengths of
1000-2000 tokens, such as we use here.

As our vocabulary is created during the tokenization process, we train models from scratch,
as opposed to fine-tuning models that have been pre-trained on a tokenized natural language
vocabulary. We train weights to minimize (3) with AdamW,32 a variant of Adam26 with
decoupled weight decay.21 Training batches were formed by packing tokenized sequences into a
b↔1024-dimensional array in row-major order where b is the batch size.a We used tree-structured
Parzen estimators1 to tune the learning rate (between 5 · 10→5 and 5 · 10→4, inclusive) and
e!ective batch size (between 32 and 96, inclusive). Models were trained on a single compute
node with 8×A100 (40GB PCIe) GPUs, connected with 2×16-core 3.0-GHz AMD Milan
processors. The model having best-performing loss on the MIMIC evaluation set was selected
and provides the p used to calculate context-aware information for the remainder of the paper.

3.5. Representation-based prognostic models

As a causal language model or state space-based model processes a sequence x1:T of tokens, it
forms a representation R(x1:t) ↓ Rd of the subsequence encountered up to the tth token for each
1 → t → T , where d tends to be at least a few hundred dimensions. In Llama models, we take the
last hidden state to be our representation, with d equal to the “hidden size” parameter, in our
case set to 1024. In many FM-based works,13,48,55 these representations or a function of them
provide the basis for all subsequent prognostic predictions. For example, the representation
R(x1:t0) of a patient’s timeline that contains all tokens occurring prior to some cuto! time will
then be used as features in a logistic regression model to predict outcomes for that patient
occurring after the cuto! time. All patients start with the same representation, i.e. R(x1)

corresponds to the representation associated to the “timeline start” token. As tokens are added
to each timeline, these representations diverge. We are generally interested in the relationship
between informativeness and corresponding changes in representation space at both the token

aNote, because of this packing strategy, the model does not learn that our sequences always start
with the timeline start token. By convention, the true p(x1) is an indicator function on the timeline
start token, so that Ip(x1) should be ↑ log2 1 = 0. (Deterministic tokens do not carry information.)
The model should learn that the first token after the start token should be a race token, and then an
ethnicity token, and so on, because for these predictions, context is supplied.
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and event levels of granularity. Establishing a strong relationship between information content
and changes in representation could help to explain the predictions of representation-based
prognostic models. To this end, we define the magnitude of the change in representation space
when token xt is added as

”t = ↗R(x1:t)↑R(x1:t→1)↗ (4)

where the norm is taken to be the standard Euclidean norm and define the path length in
representation space corresponding to a subsequence xu:v as

”u:v =
∑

v

t=u
”t. (5)

3.6. Redaction experiment

We restrict our cohort to patients who are admitted to the ICU within the first 24 hours of
their admission. We consider two outcomes: inpatient mortality, defined as patient death prior
to discharge from the hospital, and long length-of-stay, defined as discharge occurring ↘ 7 days
after admission.

For each timeline truncated at the 24 hour mark, we calculate context-aware information
for each event. For each of 10%, 20%, 30%, & 40%, we drop that percentage of either the most
or the least informative events, or that percentage of events chosen at random. We do this
for each combination of percentage and method (most, least, random), creating 12 partially
redacted versions of the original 24-hour timelines.

For each data version, we extract 24-hour representations R(x1:t0) using our model, where
t0 → 1024 corresponds to the last token to arrive within 24 hours of admission. Note that, in
an abuse of notation, t0 depends on the hospitalization sequence x. Much more information
is collected for some patients in the first 24 hours than for others. We then train a logistic
regression classifier to predict each outcome (inpatient mortality and long length-of-stay) given
the 24-hour representations on the training portion of the MIMIC dataset. We apply each
model to the respective versions of both the MIMIC and UCMC test sets.

We perform bootstrap resampling to estimate 95% confidence intervals for test set-based
variability in the ROC-AUC [12, cf. §13.3]. This method takes a fixed classification model and
forms an empirical distribution of performance metrics by resampling test data 10,000 times.

We also use bootstrap sampling to estimate p-values for the hypothesis test of H0 :

AUC0 = AUC1 against the one-sided alternative Ha : AUC0 > AUC1, where AUC0 corresponds
to the original AUC and AUC1 to the AUC from a fixed classifier built and tested on
redacted timelines [12, Algorithm 16.1]. This method compares the observed di!erence in AUC
performance against di!erences obtained from 10,000 resamplings under the hypothesis that
predictions from the two classifiers are exchangeable. This bootstrapping approach also only
simulates variability in the test set given fixed classifiers.

4. Results

4.1. Highlighted timelines

We present the first 210 tokens from three timelines in row-major order along with comments as
Figures 2-4. Starting from the upper left-hand corner, each row can be read o! from left to right.
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TL_START RACE_white ETHN_non-hispanic SEX_male Q4 ADMN_observation_admit
ADT_ed ADT_ward LAB_hemoglobin Q5 LAB_platelet_count Q1

LAB_bicarbonate Q8 LAB_chloride Q5 LAB_creatinine Q4
LAB_glucose_serum Q2 LAB_magnesium Q8 LAB_potassium Q3

LAB_sodium Q7 LAB_bun Q2 LAB_calcium_total Q8
LAB_phosphate Q5 LAB_ldh Q9 LAB_troponin_t Q9

LAB_basophils_percent Q3 LAB_eosinophils_percent Q2 LAB_lymphocytes_percent Q1
LAB_monocytes_percent Q0 LAB_neutrophils_percent Q0 LAB_basophils_absolute Q3

LAB_hemoglobin Q5 LAB_platelet_count Q1 LAB_inr Q4
LAB_pt Q3 LAB_troponin_t Q9 LAB_bicarbonate Q8

LAB_chloride Q5 LAB_creatinine Q5 LAB_glucose_serum Q3
LAB_magnesium Q7 LAB_potassium Q1 LAB_sodium Q7

LAB_bun Q3 LAB_calcium_total Q7 LAB_phosphate Q7
LAB_ldh Q9 LAB_basophils_percent Q3 LAB_eosinophils_percent Q2

LAB_lymphocytes_percent Q1 LAB_monocytes_percent Q0 LAB_neutrophils_percent Q0
LAB_basophils_absolute Q3 LAB_alt Q7 LAB_alkaline_..phatase Q0

LAB_ast Q7 LAB_bilirubin_total Q2 LAB_bicarbonate Q6
LAB_chloride Q8 LAB_creatinine Q5 LAB_glucose_serum Q3

LAB_magnesium Q7 LAB_potassium Q2 LAB_sodium Q7
LAB_bun Q3 LAB_calcium_total Q3 LAB_phosphate Q6
LAB_ldh Q9 LAB_troponin_t Q9 LAB_hemoglobin Q2

LAB_platelet_count Q1 LAB_basophils_percent Q3 LAB_eosinophils_percent Q2
LAB_lymphocytes_percent Q0 LAB_monocytes_percent Q0 LAB_neutrophils_percent Q0
LAB_basophils_absolute Q3 LAB_hemoglobin Q2 LAB_bicarbonate Q5

LAB_chloride Q7 LAB_creatinine Q5 LAB_glucose_serum Q5
LAB_magnesium Q7 LAB_potassium Q4 LAB_sodium Q6

LAB_bun Q3 LAB_calcium_total Q3 LAB_phosphate Q5
LAB_alt Q7 LAB_alkaline_..phatase Q0 LAB_ast Q6

LAB_bilirubin_total Q1 LAB_ldh Q9 LAB_inr Q5
LAB_pt Q5 LAB_ptt Q3 LAB_basophils_percent Q3

LAB_eosinophils_percent Q2 LAB_lymphocytes_percent Q1 LAB_monocytes_percent Q1
LAB_neutrophils_percent Q0 LAB_basophils_absolute Q3 LAB_platelet_count Q1

LAB_troponin_t Q9 LAB_hemoglobin Q1 LAB_platelet_count Q1
LAB_inr Q5 LAB_pt Q5 LAB_ptt Q5

LAB_troponin_t Q9 LAB_basophils_percent Q3 LAB_eosinophils_percent Q2 0
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Figure 2. Timeline highlighted by tokenwise context-aware information for MIMIC hospitalization
24640534 (first 210 tokens). This white, non-Hispanic male of age ≃ 60 was admitted to the ED for
observation. He had no previous admission history within MIMIC. His stay was 37 days 22 hours in
duration. After the stay, he subsequently received ICD-10 diagnoses C9200 for ‘Acute myeloblastic
leukemia, not having achieved remission’ and I214 for ‘Non-ST elevation (NSTEMI) myocardial
infarction’, among others. (Full diagnostic list in appendix.) The model successfully identified low
lymphocytes as being potentially clinically relevant (Lab lymphocytes percent, Q1), but overlooked
the low neutrophils (Lab neutrophils percent, Q0) and high troponin T (Lab troponin t, Q9).

We see that informative tokens sometimes correspond to lab events or vitals readings that have
a direct bearing on the patient’s current state. Examples include the lymphocytes percentage
lab in Figure 2, arterial PCO2 in Figure 3, and blood pressure readings in Figure 4. Informative
tokens can also correspond to clinician-initiated events, such as the CAM assessment24 in
Figure 3 following a low RASS45 score. (If the RASS score were -4 as opposed to -3, typically
the CAM assessment would not be made until later.) Finally, informative tokens can correspond
to measurements that seem implausible and may be worth further investigation, such as the
Braden scores7 in Figure 4.

4.2. Counts of highly informative tokens and events anticipate negative

outcomes

We consider T↔95, the number of tokens exceeding the 95th percentile for informativeness,
E↔95,<99, the number of events in the 95th to the 99th percentile, and E↔99, the number of
events exceeding the 99th percentile for informativeness. For these definitions, we restrict to
tokens and events that occur within the first 24 hours of admission.

In a logistic regression model for inpatient mortality in the MIMIC test set, we find that
T↔95 (ε̂ = 0.0269, p < 0.001), E↔95,<99 (ε̂ = 0.3015, p < 0.001), and E↔99 (ε̂ = 0.2480, p < 0.001) all
have positive coe”cients and are highly significant. Similarly for long length of stay, we find that
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TL_START RACE_unknown ETHN_unknown SEX_female Q4 ADMN_ew_emer.
ADT_ed LAB_pco2_arterial Q9 LAB_ph_arterial Q0 LAB_po2_arterial
Q0 LAB_so2_arterial Q0 VTL_weight_kg Q0 VTL_height_cm
Q2 ADT_icu MED_propofol Q6 MED_fentanyl Q5

RESP_mode_pre..control RESP_devc_imv MED_fentanyl Q6 ASMT_rass Q1
ASMT_cat_cam_loc ASMT_val_yes ASMT_cat_cam_..tention ASMT_val_yes ASMT_cat_cam_mental ASMT_val_yes
ASMT_cat_cam_total ASMT_val_positive ASMT_gcs_total Q9 ASMT_gcs_motor Q0
ASMT_gcs_verbal Q3 ASMT_gcs_eye Q1 MED_fentanyl Q7

VTL_temp_c Q4 LAB_lactate Q0 LAB_pco2_arterial Q9
LAB_ph_arterial Q0 LAB_po2_arterial Q1 LAB_ph_venous Q0
LAB_pco2_venous Q9 VTL_spo2 Q7 VTL_sbp Q6

VTL_map Q8 VTL_dbp Q8 VTL_heart_rate Q8
VTL_respiratory_rate Q0 LAB_hemoglobin Q8 LAB_platelet_count Q6

VTL_spo2 Q9 VTL_weight_kg Q0 VTL_heart_rate Q7
VTL_respiratory_rate Q7 RESP_mode_None RESP_devc_imv VTL_sbp Q0

VTL_map Q1 VTL_dbp Q3 LAB_inr Q2
LAB_pt Q2 LAB_ptt Q4 LAB_bicarbonate Q1

LAB_chloride Q2 LAB_creatinine Q9 LAB_glucose_serum Q6
LAB_magnesium Q8 LAB_potassium Q7 LAB_sodium Q1

LAB_bun Q7 LAB_calcium_total Q8 LAB_phosphate Q9
MED_norepinephrine Q3 MED_midazolam Q5 LAB_lactate Q1
LAB_pco2_arterial Q5 LAB_ph_arterial Q4 LAB_po2_arterial Q8
ASMT_gcs_total Q9 ASMT_gcs_motor Q0 ASMT_gcs_verbal Q3
ASMT_gcs_eye Q1 ASMT_braden_activity Q6 ASMT_braden_friction Q1

ASMT_braden_mobility Q5 ASMT_braden_moisture Q5 ASMT_braden_nutrition Q5
ASMT_braden_sensory Q3 ASMT_braden_total Q1 MED_norepinephrine Q4
MED_norepinephrine Q5 RESP_mode_pre..control RESP_devc_None VTL_spo2 Q9

VTL_heart_rate Q6 VTL_respiratory_rate Q7 MED_midazolam Q4
VTL_sbp Q4 VTL_map Q7 VTL_dbp Q7
VTL_spo2 Q9 VTL_heart_rate Q7 VTL_respiratory_rate Q7
VTL_sbp Q7 VTL_map Q8 VTL_dbp Q8

MED_norepinephrine Q4 MED_norepinephrine Q0 ASMT_rass Q1
VTL_spo2 Q9 VTL_heart_rate Q8 VTL_respiratory_rate Q7
VTL_sbp Q0 VTL_map Q2 VTL_dbp Q3
VTL_spo2 Q9 VTL_heart_rate Q8 VTL_respiratory_rate Q7 0
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Figure 3. Timeline highlighted by tokenwise context-aware information for MIMIC hospitalization
26886976 (first 210 tokens). This female of unknown race and ethnicity was admitted to the ED at
age ≃ 73. Her 12 day 2 hour hospital stay ended in death. Afterwards, she subsequently received
ICD-10 diagnoses A4189 for ‘Other specified sepsis’, R6521 for ‘Severe sepsis with septic shock’, and
N179 for ‘Acute kidney failure, unspecified’, in addition to other diagnoses. After the patient received
a low Richmond Agitation-Sedation Scale score [45, RASS] with (ASMT rass, Q1) indicating a high
likelihood of coma, the model finds the administration of the Confusion Assessment Method [24, CAM]
(ASMT cat cam loc) to evaluate delirium to be surprising/ informative. The model also finds the high
arterial PCO2 (LAB pco2 arterial, Q9) to be of interest.

T↔95 (ε̂ = 0.0163, p < 0.001), E↔95,<99 (ε̂ = 0.2872, p < 0.001), and E↔99 (ε̂ = 0.1236, p < 0.001)
are positively and significantly associated. In the UCMC test dataset (where percentiles are
based on statistics from the UCMC data), T↔95 (ε̂ = 0.0148, p < 0.001), E↔95,<99 (ε̂ = 0.1684, p <

0.001), and E↔99 (ε̂ = 0.4798, p < 0.001) all associate with inpatient mortality. Similarly, T↔95

(ε̂ = 0.0165, p < 0.001), E↔95,<99 (ε̂ = 0.1292, p < 0.001), and E↔99 (ε̂ = 0.4727, p < 0.001)
associate positively with long length of stay.

4.3. Informative tokens tend to result in larger changes to a patient’s latent

representation

In our MIMIC test set, a simple linear regression for ”t from (4) given informativeness
Ip(xt|x<t) yields ε̂ = 0.548, p < 0.001 with R

2 = 0.212. For a breakdown of average ”t vs. average
informativeness by token type, see Figure 5. Positioning and transfer tokens tend to carry less
information, while assessment, lab, and quantile Q tokens tend to carry more.

At the level of events xu:v, a regression for path length ”u:v from (5) given event-level
informativeness Ip(xu:v|x<u) yields ε̂ = 2.081, p < 0.001 with R

2 = 0.997 (see also Figure 6).
More informative events trace out longer paths in representation space. Perhaps surprisingly,
there does not appear to be a strong linear relationship between event informativeness and
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Figure 4. Timeline highlighted by tokenwise context-aware information for MIMIC hospitalization
29022625 (first 210 tokens). This ≃ 55 year old white female had previously been seen for a myriad
of conditions (see appendix). After a a 30 day 20 hour stay, she received new diagnoses of K2211
for ‘Ulcer of esophagus with bleeding’, J9601 for ‘Acute respiratory failure with hypoxia’, J9602
for ‘Acute respiratory failure with hypercapnia’, A419 for ‘Sepsis, unspecified organism’, J90 for
‘Pleural e!usion, not elsewhere classified’, E872 for ‘Acidosis’, and J95851 for ‘Ventilator associated
pneumonia’, among others. The model notices that the Braden scores seem implausibly high, and
highlights the hypercarbia (LAB pco2 arterial, Q9). It seems to miss the hypoxia (VTL spo2, Q0);
however, SPO2 readings up to 93.0 are placed in decile Q0 so this may be due to the tokenization
strategy. The model also emphasizes the patient’s rising blood pressure (VTL sbp) over time.

total distance moved in representation space during the course of an event xu:v, i.e. ↗R(x1:v)↑
R(x1:u→1)↗.

4.4. Redacting informative events significantly reduces prognostic ability

Results from our redaction experiment (described in §3.6) indicate that dropping highly
informative events from a patient’s timeline significantly impairs representation-based classifier
performance in the MIMIC test set. For ROC-AUC, we find statistically significant performance
disparities when dropping as few as 20% of the most informative events. Conversely, events
carrying little information can readily be dropped from a timeline without significantly
impacting predictive performance. For representation-based logistic regression models trained
on the MIMIC training set, predictive performance on the MIMIC and UCMC test sets
are available in Table 1. In addition to ROC-AUC, we report PR-AUC, the area under the
precision-recall curve, and the Brier score,8 which corresponds to the mean squared error
between predicted probabilities and boolean realizations in online Appendix E. Higher ROC-
AUC and PR-AUC values and lower Brier scores correspond to better performing models.
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Figure 5. Average ”t versus average token-
wise informativeness by token type for the
24.7 million tokens xt in the MIMIC test set.
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Figure 6. Path length ”u:v versus eventwise
informativeness for the 2.8 million events xu:v
in the MIMIC test set.

5. Discussion

In this work, we developed a method to quantify the informativeness of clinical events as
observed in EHRs based on their tokenized representation.b We found that highly informative
tokens can correspond to measurements of clinical significance, to clinician-initiated events or lab
orders, and in some cases to records that seem prima facie to be data-entry errors.35 Tokens that
carry more information tend to precipitate larger changes in a patient’s latent representation
and events that carry more information tend to have longer paths in representation space.
Counts of highly informative / surprising tokens and events in the first 24 hours of a patient’s
stay relate to an increased risk of future negative outcomes like death or long length-of-stay.
Redacting highly informative events reduces the predictive performance of representation-based
classifiers, while redacting a fraction of relatively uninformative events tends to not result in
significant performance drops.

5.1. Broad applicability beyond clinical prediction

The FM-derived informativeness measure extends well beyond traditional clinical prediction
tasks and opens new avenues for AI applications to healthcare. Context-aware information
quantification provides a principled framework for addressing downstream challenges that have
historically relied on heuristic approaches.

Our informativeness metric could provide a data-driven solution to clinical alarm fatigue
through dynamic alerting systems that prioritize notifications based on contextual surprise
rather than static thresholds. For example, a blood pressure of 118/86 mmHg might be routine
in most contexts, but could be highly informative if it represents a rapid drop in a patient

bShannon famously estimated the average information content of words in written English to be
around 11.82 bits [47, Eq. 7]. Under the assumption that our model p trained on the MIMIC training
set adequately approximates the empirical distribution p̂, we can average Ip(xt|x<t) over xt in the
MIMIC test set to roughly approximate that tokens in our timelines each carry around 21.23 bits of
information on average.
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Table 1. ROC-AUC for the two classification tasks on ICU patients in the MIMIC and UCMC
test sets. Stars correspond to the significance level of a hypothesis test against the one-sided
alternative that the model trained on the original data performs better. A single asterisk *

corresponds to p < 0.05, two ** to p < 0.01 and three *** to p < 0.001.

version Inpatient mortality Long length-of-stay

method pct. MIMIC UCMC MIMIC UCMC

original — 0.869± 0.009 0.839± 0.013 0.740± 0.008 0.661± 0.011

top

10 0.860± 0.010 0.830± 0.013 0.735± 0.009 0.671± 0.011
20 0.848± 0.011 ** 0.814± 0.014 ** 0.726± 0.009 ** 0.653± 0.012
30 0.833± 0.012 *** 0.812± 0.013 ** 0.720± 0.009 ** 0.642± 0.011 *

40 0.823± 0.011 *** 0.818± 0.012 * 0.714± 0.009 *** 0.649± 0.012

bottom

10 0.867± 0.010 0.834± 0.011 0.736± 0.012 0.659± 0.013
20 0.866± 0.009 0.834± 0.012 0.732± 0.010 0.667± 0.012
30 0.862± 0.011 0.829± 0.012 0.726± 0.009 * 0.667± 0.013
40 0.859± 0.012 0.829± 0.011 0.724± 0.008 ** 0.664± 0.011

random

10 0.866± 0.008 0.838± 0.012 0.737± 0.006 0.664± 0.012
20 0.863± 0.008 0.835± 0.011 0.733± 0.009 0.667± 0.012
30 0.865± 0.010 0.835± 0.014 0.728± 0.007 0.674± 0.009
40 0.861± 0.011 0.835± 0.011 0.727± 0.008 * 0.674± 0.011

being treated for an ischemic stroke or hypertensive emergency. In these conditions, a slower
reduction in blood pressure is preferred to avoid complications, making a rapid drop worthy of
alerting a clinician. Traditional rule-based clinical decision support alerts would likely consider
this a normal reading and therefore fail to identify a potentially concerning change. The ability
to use context to di!erentiate this alarming event from a similar, but clinically appropriate,
change in another patient distinguishes FM-based approaches.23

Detecting data entry errors represents another potential application. Traditional validation
of data entry quality is dedicated to verification of abnormal values, but our approach could
identify contextually implausible entries that fall within normal ranges. Overall, surprise
quantification could help automate much of the manual chart review process currently required
for quality assurance. For clinical research, informativeness patterns could enable novel patient
phenotyping approaches. Rather than relying on pre-specified diagnostic codes, researchers could
identify patient subgroups characterized by similar patterns of surprising events, potentially
revealing previously unrecognized disease subtypes or complex pathologies di”cult to capture
with traditional algorithms. So-called events-based models14,61 have already proven remarkably
e!ective at both subtyping and staging neurodegenerative disease,3,54,60 but could in the future
find broader applications.

At the health system level, patterns of informativeness could inform resource allocation
decisions. Units characterized by high rates of surprising events might require additional
sta”ng or monitoring capabilities. Our finding that surprising events correlate with negative
outcomes suggests informativeness patterns could serve as early warning indicators for periods
of increased clinical risk. Furthermore, cases highlighted by our informativeness measure could
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serve as valuable educational resources. Clinical scenarios with highly informative events
represent situations where standard protocols might be insu”cient, making them ideal for
training clinicians to recognize complex presentations.

Quantifying the information in EHRs could help clinicians quickly detect anomalous events
and identify data entry errors. FMs trained on tokenized EHRs have already demonstrated
remarkably good performance on prognostic tasks. Finding ways to better understand and
interpret predictions made from these models through informativeness quantification represents
a significant step toward more transparent and actionable clinical AI systems. The broad
applicability of this informativeness framework across diverse healthcare challenges suggests
that context-aware information quantification could become a foundational tool for healthcare
analytics, complementing traditional approaches with a more nuanced understanding of clinical
surprise and significance.

5.2. Limitations and directions for future work

We are actively working to improve our approach to tokenization. Our decision to encode
labs and medications at a broad categorical level significantly reduces the overall vocabulary,c

allowing more e”cient training on a relatively small dataset. However, it can merge clinically
distinct items into the same token. For instance, potassium measured from whole blood versus
serum is treated in the same manner, obscuring an important factor for distinguishing pseudo-
hyperkalemia from life-threatening hyperkalemia. Our approach to tokenizing values by decile
within each category is standard,43,55 but sometimes results in deciles that straddle clinically
relevant thresholds. Future work may explore tokenization strategies that incorporate lab
reference values. We also intend to develop methods to distinguish between the various types
of surprising events identified in this work (e.g. to di!erentiate changes in a patient’s condition
from data entry errors). Manual chart review would be required to support claims of data
entry errors. Finally, we also intend to compare our approach to attention-based mechanisms
for identifying important tokens.15,20,31

Data and code availability. The MIMIC-IV-3.1 dataset25 is available to credentialed users
on Physionet.16 The UCMC dataset is available in the CLIF format for federated, privacy-
preserving analyses. Reasonable requests may be directed to WFP. Github hosts code to
reproduce the results found here.d The arXiv versione of this work contains an appendix with
a listing of the vocabulary, all learned decile cuto!s, additional examples, and detailed results.
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cWe used 208 unique tokens while Renc et al.42 used 4,495 and Wornow et al.55 used 39,818.
dSee: https://github.com/bbj-lab/Quantifying-Surprise-EHRs
eSee: https://arxiv.org/abs/2507.22798
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