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1
USER CLASSIFICATION FROM DATA VIA
DEEP SEGMENTATION FOR
SEMI-SUPERVISED LEARNING

BACKGROUND

The following relates generally to machine learning, and
more specifically, to user classification with semi-supervised
machine learning.

A variety of machine learning techniques may be used to
classify data. For example, supervised learning maps inputs
to outputs based on observed input-output pairs (i.e., the
ground truth). In other words, supervised learning is based
on labeled training data. Each piece of labeled training data
includes an input object (e.g., a vector) and a desired output
value. A supervised learning algorithm learns from the
training data to produce a predictive model that may be used
to map new input data for which the output is not known.

By contrast, unsupervised learning draws inferences from
datasets consisting of input data without labeled responses.
Unsupervised learning may be used to find hidden patterns
or grouping in data. For example, cluster analysis is a form
of unsupervised learning. Clusters may be identified using
measures of similarity such as Euclidean or probabilistic
distance.

In some cases, a dataset may include a large amount of
unlabeled data, and a smaller amount of labeled data. In this
case, neither supervised nor unsupervised learning can take
into account everything that is known about the data. There-
fore, there is a need in the art for machine learning tech-
niques that utilize both labeled and unlabeled data.

SUMMARY

A method, apparatus, and non-transitory computer-read-
able medium for user classification with semi-supervised
machine learning are described. Embodiments of the
method, apparatus, and non-transitory computer-readable
medium may receive user information for a first set of users,
receive survey data for a second set of users, wherein the
second set of users is a proper subset of the first set of users,
train a first neural network and a second neural network
based on the second set of users, wherein the first neural
network maps the user information to an embedding space
and the second neural network maps the embedding space to
a space of probability vectors, and wherein each vector in
the space of probability vectors corresponds to a user’s
category membership propensity, map the user information
for the first set of users to the embedding space using the first
neural network, predict category membership propensities
for the first set of users using a low-density separation
algorithm on the user information for the first set of users
mapped to the embedding space, update the first neural
network and the second neural network based on the pre-
diction, and reclassify the first set of users based on the
updated first neural network and the updated second neural
network.

A method, apparatus, and non-transitory computer-read-
able medium for user classification with semi-supervised
machine learning are described. Embodiments of the
method, apparatus, and non-transitory computer-readable
medium may identify user information for each of a first set
of users, select a second set of users, wherein the second set
of users is a proper subset of the first set of users, collect
additional information for each of the second set of users,
segment the second set of users into multiple categories
based on the additional information, train a first neural
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network and a second neural network based on the segmen-
tation of the second set of users, wherein the first neural
network maps the user information to an embedding space
and the second neural network maps the embedding space to
a space of probability vectors corresponding to the multiple
categories, map the user information for the first set of users
to the embedding space using the first neural network,
segment the first set of users into the multiple categories
using a low-density separation algorithm, update the first
neural network and the second neural network based on the
segmentation of the first set of users, and reclassify the first
set of users based on the updated first neural network and the
updated second neural network.

A method, apparatus, and non-transitory computer-read-
able medium for user classification with semi-supervised
machine learning are described. Embodiments of the
method, apparatus, and non-transitory computer-readable
medium may identify information for a first set of objects,
identify additional information for a second set of objects,
wherein the second set of objects is a subset of the first set
of objects, classify the second set of objects into multiple
categories based on the additional information, train a first
neural network and a second neural network based on the
segmentation of the second set of objects, wherein the first
neural network maps the object information to an embed-
ding space and the second neural network maps the embed-
ding space to a space corresponding to the multiple catego-
ries, map the first set of objects to the embedding space using
the first neural network, classify the first set of objects into
the multiple categories using a low-density separation algo-
rithm based on the mapping, retrain the first neural network
and the second neural network based on the classification of
the first set of objects, remap the first set of objects to the
embedding space using the updated first neural network,
reclassify the first set of objects into the multiple categories
using the low-density separation algorithm based on the
remapping, and retrain the first neural network and the
second neural network based on the reclassification of the
first set of objects.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example of a comparison of supervised
and semi-supervised classification according to aspects of
the present disclosure.

FIG. 2 shows an example of a process for user classifi-
cation with semi-supervised machine learning according to
aspects of the present disclosure.

FIG. 3 shows an example of a process for receiving user
information for a first set of users according to aspects of the
present disclosure.

FIG. 4 shows an example of a process for receiving the
survey data according to aspects of the present disclosure.

FIG. 5 shows an example of a process for training a first
neural network and a second neural network according to
aspects of the present disclosure.

FIG. 6 shows an example of separation algorithms
according to aspects of the present disclosure.

FIG. 7 shows an example of a semi-supervised learning
model according to aspects of the present disclosure.

FIG. 8 shows an example of a user classification system
according to aspects of the present disclosure.

FIG. 9 shows an example of a data classification apparatus
according to aspects of the present disclosure.
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FIG. 10 shows an example of a deep segmentation net-
work architecture according to aspects of the present dis-
closure.

DETAILED DESCRIPTION

The present disclosure describes systems and methods for
object or user classification using semi-supervised learning.
Example embodiments of the present disclosure utilize
neural networks trained using labeled data, and separation
algorithms that can operate on both labeled and unlabeled
data.

Supervised training of neural networks can require a large
amount of labeled data, that is, data that includes both the
input features and the target output. However, collecting
labeled data can be difficult, costly, or time consuming.
Therefore, unsupervised methods may be used to cluster
unlabeled data into different categories without knowing the
target output of the classifier. Unfortunately, unsupervised
methods do not always perform as desired. For example,
clusters of data that ought to be classified similarly may be
separated in the space of input vectors (resulting in different
classification). Alternatively, a single cluster of data may
include data objects that ought to be classified differently.

Semi-supervised learning is a type of machine learning
that falls between supervised learning and unsupervised
learning, and can utilize the advantages of both. A semi-
supervised learning algorithm may be used on training data
where only some of the inputs are labeled. Semi-supervised
machine learning may utilize a variety of methods for
clustering data including graph-based methods, neural net-
work-based embedding, and low-density separation meth-
ods. However, in some cases these methods can provide
suboptimal results if the labeled data is of poor quality. For
example, if assignment errors are made for some of the
labeled data, these errors can be propagated to the unlabeled
data, which may significantly undermine the labeling pro-
cess.

Thus, embodiments of the present disclosure describe
systems and methods for semi-supervised learning based on
training a neural network using labeled data and then using
a low-density separation algorithm, such as a transductive
support vector machine (TSVM), to apply labels to the
unlabeled data. The neural network may then be retrained
one or more times using the newly labeled data. Decision
boundaries are therefore iteratively refined to discriminate
between class labels. By re-learning decision boundaries at
each iterative step, the algorithm can recover from mistakes
in early iterations (i.e., from mislabeled data in the original
training set).

The following terminology is used throughout the present
disclosure:

The term “labeled data” refers to data that includes both
input features and the target output. For example, in one
embodiment of the present disclosure, the labeled data refers
to users (and the associated user information) that have been
classified into various categories based on survey results.
The labeled data refers to the combination of the user
information and the classification. While the classification is
based on the survey results, labeled data need not include the
actual survey results.

The term “unlabeled data” refers to data that does not
include a known label. For example, in the user survey
example, it might be difficult or expensive to encourage
users to take a survey. Therefore, survey information may
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4

only be available for a small portion of the user population,
and the remaining users (and their associated information)
comprise unlabeled data.

The term “neural network™ refers to hardware or a soft-
ware that includes a number of connected nodes. Each
connection, or edge, may transmit a signal from one node to
another. When a node receives a signal, it can process the
signal and then transmit the processed signal to other
connected nodes. Each node and edge may be associated
with one or more node weights that determine how the signal
is processed and transmitted. During the training process,
these weights may be adjusted to improve the accuracy of
the result (i.e., by minimizing a loss function which corre-
sponds in some way to the difference between the current
result and the target result).

The term “embedding space” refers to an intermediate
output of a neural network in which input features (e.g., user
information) is encoded into a vector space. In some cases,
the embedding space may have a fewer number of dimen-
sions than the input features. Furthermore, the embedding
space may represent the input features in a way such that
input objects (e.g., users) that are to be classified with the
same label are located nearby to each other in the embedding
space.

According to embodiments of the present disclosure, a
first portion of a neural network (i.e., the first neural net-
work) maps the input features to the embedding space and
a second portion of the neural network (i.e., the second
neural network) maps the embedding space to a space of
probability vectors.

The term “probability vector” refers to a probability
distribution over a set of classification labels. For example,
a neural network may output a vector where each term in the
vector represents the probability that the input should be
classified with a particular label. In some cases, the values
in the probability vector comprise positive real numbers that
sum to 1.

The term “low-density separation algorithm™ refers to a
method of applying labels to unlabeled data by extrapolating
from labeled data. For example, a low-density separation
algorithm may find a decision boundary that separates one
class of labeled data from another. Low-density separation
methods may also be referred to as maximum-margin clas-
sifiers. For example, a transductive support vector machine
(TSVM) may be considered a low-density separation
method.

According to embodiments of the present disclosure, a
low-density separation algorithm may be applied to data
(e.g., user information) that has been mapped into the
embedding space using a first neural network. This may
provide a large amount of labeled data that may then be used
to retrain the neural network (both the first neural network
and the second neural network). The process of applying the
first neural network to the data, classifying the data using the
low-density separation algorithm, and then retraining the
neural network may be repeated multiple times.

FIG. 1 shows an example of a comparison of supervised
and semi-supervised classification according to aspects of
the present disclosure. The example shown includes unla-
beled data 100 and labeled data including a first class 105
and a second class 110. The example also shows the result
of supervised classification 115 and semi-supervised classi-
fication 120. Unlabeled data 100, first class 105, and second
class 110 may be examples of, or include aspects of, the
corresponding elements described with reference to FIG. 6.

Embodiments of the present disclosure provide systems
and methods to perform semi-supervised learning that
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returns predicted probabilities of a user belonging to a
segment, given the user’s features. Semi-supervised learning
uses unlabeled data 100 to create an improved classifier
when compared to supervised training using labeled data
alone. For example, consider the segmentation of a group of
users based on user profiles and usage histories. A small
fraction of users can be surveyed to determine how the users
should be classified (e.g., to create the first class 105 and the
second class 110 of labeled data). With this information, a
supervised model that predicts a user’s label from their
features can be created. Semi-supervised learning uses both
classified and unclassified users’ features to create improved
labels.

Embodiments of the present disclosure iterate between
refining a latent representation for users and performing a
segmentation task (e.g., using a low-density separation
algorithm). Embodiments of the present disclosure can be
used to classify thousands of users, content, or assets from
a relatively small number of examples.

According to one example which will be referenced
throughout the disclosure, the initial training set includes a
small set of labeled data

D Gy )y, - (K2, ¥} &

of vector-valued features x,£ R and discrete-valued labels
v &1L, ..., c}, for 1=i= £, The example also takes as input
a set of unlabeled features:

D~ ¥py1, ¥pez

1 N T ()]

Supervised learning can be performed on the labeled
dataset D , to learn a general classifier to predict y for any
x and then apply this classifier to D ;. Semi-supervised
methods assign labels to the x, in D |. Additional assump-
tions can be made about the distribution of the x-data; i.e.,
{x:(x,¥)ED ,}UD |. Features sharing the same label may be
clustered such that a smooth decision boundary separates
differently labeled features (i.e., the features lie on a lower-
dimensional manifold within R9). Thus, semi-supervised
methods that leverage data from D ; may achieve improved
performance compared to supervised methods that use D
alone.

For example, users (or potential users) of a particular
product may be segmented based on work habits, artistic
motivations, and relationships. Data may be gathered using
a detailed survey sent to a select group of users. A segmen-
tation of users may be developed from the responses of the
survey (e.g., using any suitable unsupervised learning
model). The segment labels are the y variable (i.e., the user
categories). Information is also collected for each of the
users that have not taken the survey (e.g., by gathering usage
and profile data). The usage and profile data available for the
users become the x variable D , consists of feature-label
pairs for surveyed users and D | consists of features for
unsurveyed users (without labels). While the present
example applies to users of a product, semi-supervised may
be used across a wide range of applications, including
computer vision, speech understanding, and protein
sequence classification.

In addition to utilizing a supervised neural network,
semi-supervised machine learning may utilize a variety of
methods for clustering data including graph-based methods,
neural network-based embedding, and low-density separa-
tion methods.

Graph-based methods calculate pairwise similarities
between labeled and unlabeled x’s and allow labeled x’s to
pass labels to unlabeled neighbors. Examples of graph-based
methods may include graph min-cuts and Markov random
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walks. Additionally or alternatively, label propagation tech-
niques may be used to form an (£ +u)x(£ +u) dimensional
transition matrix T with transition probabilities proportional
to similarities between x’s and an (£ +u)xc dimensional
matrix Y of class probabilities, and iteratively set Y<-TY,
row-normalize the probability vectors, and reset the rows of
probability vectors corresponding to the already-labeled
elements of D ,. Additionally or alternatively, label spread-
ing may be used to normalize the transition matrix with a
clamping parameter to enable a level of uncertainty for the
labels in D .

As described above, graph-based methods calculate the
similarities between the labeled and unlabeled x’s in the
joint dataset D ,UD |. In some cases, a computed measure
of similarity or difference between two x-values accurately
reflects the true underlying similarity or difference between
two users. However, graph-based methods may be insuffi-
cient when the x’s are high-dimensional, i.e., d>>1. That is,
Euclidean distance between vectors of high-dimensional
features may not be the best proxy for user similarity. Since
the Gaussian kernel is a monotonic function of Euclidean
distance, kernelized methods such as label propagation and
label spreading may also be less effective when x’s are high
dimensional.

Thus, a variety of similarity measures may be used for
semi-supervised learning, including cluster kernels, random
walk kernels, and transforms of graph kernels. Similarly,
variational autoencoders (VAE) are used to encode x-values
in a bottlenecked space so that the x-values can be accurately
reconstructed.

Additionally, or alternatively, neural embedding-based
methods may be used to generate features to perform label
propagation. For example, a neural network-based classifier
may be trained on the supervised dataset to embed the
x-values into an intermediate feature space. Label propaga-
tion in the feature space may then repeatedly alternate with
training the neural network classifier using weighted pre-
dictions from the label propagation.

As an alternative to graph-based methods and neural
embedding, low-density separation methods may be used to
find a decision boundary that separates one class of labeled
data from another. Low-densityseparation methods may also
be referred to as maximum-margin classifiers. For example,
a transductive support vector machine (TSVM) may be
considered a low-density separation method.

Certain embodiments of the present disclosure describe a
clustering/low-density separation approach to semi-super-
vised learning. Example embodiments iteratively refine
decision boundaries to discriminate between class labels. By
re-learning decision boundaries at each iterative step, the
algorithm can recover from mistakes in early iterations. One
failure mode of semi-supervised methods stems from mak-
ing a few false label assignments early in the iterative
process, then using the mislabeled points to pass false labels
to neighboring data.

For example, in pseudo-labeling, the algorithm augments
the underlying training set D, with pairs (x,,y,) for x,€ED,
and predicted labels ¥, for which the model is confident in
the iteration. Similar error-reinforcement problems can
occur with boosting. A few confident, but inaccurate, labels
that occur in the first few steps of the algorithm can affect the
labeling process.

Therefore, by creating an embedding f:R—R™ (i.e.,
from feature space into an embedding space) and applying
linear separation to embedded points, a distance metric K:
R R R_, may be iteratively refined. The linear deci-
sion boundaries produced in R™ correspond to nonlinear
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boundaries for the original x’s in R<. In some cases, a deep
neural network may be used to embed features for Gaussian
process regression.

FIG. 2 shows an example of a process for user classifi-
cation with semi-supervised machine learning according to
aspects of the present disclosure. In some examples, these
operations may be performed by a system including a
processor executing a set of codes to control functional
elements of an apparatus. Additionally, or alternatively, the
processes may be performed using special-purpose hard-
ware. Generally, these operations may be performed accord-
ing to the methods and processes described in accordance
with aspects of the present disclosure. For example, the
operations may be composed of various substeps or may be
performed in conjunction with other operations described
herein. An example of a semi-supervised learning model is
described in FIG. 7.

At operation 200, the system receives user information for
a first set of users. In some cases, the operations of this step
may refer to, or be performed by, an unlabeled data com-
ponent as described with reference to FIG. 9. An example of
a process for receiving user information for a first set of
users is described in FIG. 3.

At operation 205, the system receives survey data for a
second set of users, where the second set of users is a proper
subset of the first set of users. In some cases, the operations
of this step may refer to, or be performed by, a labeled data
component as described with reference to FIG. 9. An
example of a process for receiving the survey data is
described in FIG. 4.

At operation 210, the system trains a first neural network
and a second neural network based on the second set of
users. The first neural network maps the user information to
an embedding space and the second neural network maps the
embedding space to a space of probability vectors. Each
vector in the space of probability vectors corresponds to a
user’s category membership propensity. In some cases, the
operations of this step may refer to, or be performed by, a
training component as described with reference to FIG. 9.
An example of a process for training a first neural network
and a second neural network is described in FIG. 5.

For example, a neural network embedding f: R%—R™
(i.e., the first neural network) may be used to map the x-data
for different y-labels. A network g: R™—Pp° (ie, the
second neural network, initialized as the initial layers from
an autoencoder for the x-data) maps the y-labels to the space
of c-dimensional probability vectors, [P<. That is, a proba-
bilistic framework may be used for distinguishing the cat-
egories or labels. Thus, optimization of g-f on the labeled
dataset D , may be used to classify the data in R (e.g., the
original user information). In some cases, the categories
corresponding to each y, may be one-hot encoded.

At operation 215, the system maps the user information
for the first set of users to the embedding space using the first
neural network. In some cases, the operations of this step
may refer to, or be performed by, a first neural network as
described with reference to FIGS. 7,9, and 10. For example,
the user information for the first set of users may be mapped
using the function f (but not g).

At operation 220, the system predicts category member-
ship propensities for the first set of users using a low-density
separation algorithm on the user information for the first set
of users mapped to the embedding space. In some cases, the
operations of this step may refer to, or be performed by, a
separation component as described with reference to FI1G. 9.
An example of a low-density separation algorithm is
described in FIG. 6.
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For example, the x-data may be mapped as a one-vs.-rest
TSVM for each class on the embedded data to learn class
propensities for each unlabeled data point. In one-vs.-rest
TSVM, separation boundaries are determined between each
category and every other category. Thus, the training data is
augmented with the x, from D | paired with the propensities
returned and used to train the neural network for one or more
additional epochs.

At operation 225, the system updates the first neural
network and the second neural network based on the pre-
diction. In some cases, the operations of this step may refer
to, or be performed by, a training component as described
with reference to FIG. 9.

This may be repeated for several iterations to improve
embedding for increased TSVM separation, which upon
further training yields further improvements to embedding.
Thus, the first neural network f provides an improved
embedding for differentiating between classes, and the sec-
ond neural network g provides an improved network for
classifying the embedded data.

At operation 230, the system reclassifies the first set of
users based on the updated first neural network and the
updated second neural network. In some cases, the opera-
tions of this step may refer to, or be performed by, a
classification component as described with reference to
FIGS. 9 and 10.

In other words, upon completion a neural network g-f is
returned, mapping x-values to class/label propensities that
can easily be applied to D ;. At each iteration of the
segmentation algorithm, the labels are reinitialized for the
unlabeled points. This allows the semi-supervised TSVM
algorithm to provide inferences using the new embedding of
the x-data alone. In this way, it is possible to recover from
mistakes in labeling that occurred in the iterations of the
algorithm.

As an example, the algorithm below provides one method
of performing the semi-supervised machine learning
described herein:

Algorithm 1: Deep Segmentation

Data: labeled dataset #? ; and unlabeled dataset 7|

Result: probabilistic predictions for the labels in 7 |

Initialize a multilayer neural network fy : R¢ — R’ with trainable
parameters 0;

Initialize a neural network gy : R™ — [P ¢ with trainable parameters

w;

Obtain 6,, ¥, by training to minimize sparse categorical cross entropy
between h(y;) and gy (fo(x)) for (x;, y,) € ¥ ¢;

fort=1...Tdo

I Compute 2 = {(fg,_; (X), ¥) : (x, ¥) € T} and

‘ Py={fe, ®:xE€E P} ) )

| Perform one-vs.-rest TSVM training on # o and # | to obtain

I predicted probabilities p,, i = ¥ + 1 ... +u for labels for

I the x; in 71 and let 21 = {(x;, p,)};

| Obtain 6,, ¥, by contiuing to optimize gy o f, using ¥, U o ;

end

return an exponential moving average of the probabilistic predictions
g, (o, (%)) forx, € T,

FIG. 3 shows an example of a process for receiving user
information for a first set of users according to aspects of the
present disclosure. In some examples, these operations may
be performed by a system including a processor executing a
set of codes to control functional elements of an apparatus.
Additionally, or alternatively, the processes may be per-
formed using special-purpose hardware. Generally, these
operations may be performed according to the methods and
processes described in accordance with aspects of the pres-
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ent disclosure. For example, the operations may be com-
posed of various substeps or may be performed in conjunc-
tion with other operations described herein.

At operation 300, the system identifies demographic or
profile information for a first set of users. In some cases, the
operations of this step may refer to, or be performed by, an
unlabeled data component as described with reference to
FIG. 9.

At operation 305, the system monitors user interactions of
the first set of users with one or more software products. For
example, users may be monitored while using a video game,
photo editing software, marketing software, or any other
software application. In some cases, the operations of this
step may refer to, or be performed by, an unlabeled data
component as described with reference to FIG. 9.

At operation 310, the system receives user information for
the first set of users, where the user information is based on
the demographic information and the user interactions. In
some cases, the operations of this step may refer to, or be
performed by, an unlabeled data component as described
with reference to FIG. 9.

FIG. 4 shows an example of a process for receiving the
survey data according to aspects of the present disclosure. In
some examples, these operations may be performed by a
system including a processor executing a set of codes to
control functional elements of an apparatus. Additionally or
alternatively, the processes may be performed using special-
purpose hardware. Generally, these operations may be per-
formed according to the methods and processes described in
accordance with aspects of the present disclosure. For
example, the operations may be composed of various sub-
steps or may be performed in conjunction with other opera-
tions described herein.

At operation 400, the system selects a second set of users
from a first set of users. In some cases, the operations of this
step may refer to, or be performed by, a labeled data
component as described with reference to FIG. 9. In some
examples, the second set of users is selected randomly.

At operation 405, the system transmits a survey to the
second set of users based on the selection. In some cases, the
operations of this step may refer to, or be performed by, a
labeled data component as described with reference to FIG.
9.

At operation 410, the system receives the survey data for
the second set of users in response to the survey. In some
cases, the operations of this step may refer to, or be
performed by, a labeled data component as described with
reference to FIG. 9.

FIG. 5 shows an example of a process for training a first
neural network and a second neural network according to
aspects of the present disclosure. In some examples, these
operations may be performed by a system including a
processor executing a set of codes to control functional
elements of an apparatus. Additionally or alternatively, the
processes may be performed using special-purpose hard-
ware. Generally, these operations may be performed accord-
ing to the methods and processes described in accordance
with aspects of the present disclosure. For example, the
operations may be composed of various substeps or may be
performed in conjunction with other operations described
herein.

At operation 500, the system segments a second set of
users into a set of categories based on survey data. In some
cases, the operations of this step may refer to, or be
performed by, a labeled data component as described with
reference to FIG. 9.
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At operation 505, the system generates a set of feature-
label pairs for the second set of users based on the segmen-
tation. In some cases, the operations of this step may refer
to, or be performed by, a labeled data component as
described with reference to FIG. 9.

At operation 510, the system trains a first neural network
and a second neural network based on the second set of users
and the set of feature-label pairs. The first neural network
maps the user information to an embedding space and the
second neural network maps the embedding space to a space
of probability vectors. Each vector in the space of probabil-
ity vectors corresponds to a user’s category membership
propensity. In some cases, the operations of this step may
refer to, or be performed by, a training component as
described with reference to FIG. 9.

FIG. 6 shows an example of separation algorithm accord-
ing to aspects of the present disclosure. The example shown
includes unlabeled data 600, first class 605, second class
610, support vector machine (SVM) classification 615, and
transductive support vector machine (TSVM) classification
620. A low-density separation algorithm may comprise a
one-vs.-rest TVSM that differentiates each label or category
from every other label or category. Unlabeled data 600, first
class 605, and second class 610 may be an example of, or
include aspects of, the corresponding element or elements
described with reference to FIG. 1.

In general, a separation algorithm is used to separate
unlabeled data 600 (or a combination of labeled and unla-
beled data) into multiple clusters or categories. In some
examples, this is accomplished by defining a boundary
hyperplane in the feature space (or embedding space) that
separates one category from the others. In other examples,
multiple hyperplanes or other shapes may be used as sepa-
ration boundaries.

In some separation algorithms (i.e., SVM) all data is
treated equally, such that the boundary region may be empty
of datapoints. However, in other separation algorithms (such
as in TSVM) a penalty may be applied for unlabeled data
points in the separation region, but they are not entirely
prevented from falling in the separation region. In other
words, more weight or importance may be applied to the
labeled data points when determining the separation bound-
ary.

FIG. 7 shows an example of a semi-supervised learning
model according to aspects of the present disclosure. The
example shown includes user information 700, first neural
network 705, embedding space 710, second neural network
715, low-density separation algorithm 720, and probability
space 725.

First neural network 705 may map the user information
700 for the first set of users to the embedding space 710. In
some examples, the first neural network 705 includes a
two-layer network with hyperbolic tangent activation. In
some examples, the embedding space 710 includes fewer
dimensions than the user information 700.

In another example, first neural network 705 may map a
first set of objects to the embedding space 710 using the first
neural network 705. An updated first neural network 705
may also remap the first set of objects to the embedding
space 710. First neural network 705 may be an example of,
or include aspects of, the corresponding element or elements
described with reference to FIGS. 9 and 10.

Second neural network 715 maps elements of the embed-
ding space to the probability space 725 (i.e., a space of
probability vectors over a set of categories or labels). Second
neural network 715 may also be an example of, or include
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aspects of, the corresponding element or elements described
with reference to FIGS. 9 and 10.

Low-density separation algorithm 720 may also map
elements of the embedding space to the probability space
725. In other cases, low-density separation algorithm 720
simply applies a label to objects or users in the embedding
space. Low-density separation algorithm 720 may be an
example of, or include aspects of, the corresponding element
or elements described with reference to FIG. 10.

Initially, the first neural network 705 and the second
neural network 715 are trained using labeled data. Then
additional data may be mapped to the embedding space 710
using the first neural network 705, after which the low-
density separation algorithm 720 may be used to label the
newly mapped data. Using the low-density separation algo-
rithm 720 instead of simply applying the second neural
network 715 may take advantage of clustering within the
unlabeled data that may not be well represented in the
labeled training set. Once the full data set is labeled using the
low-density separation algorithm 720, it may be used to
retrain the first neural network 705 and the second neural
network 715.

FIG. 8 shows an example of a user classification system
according to aspects of the present disclosure. The example
shown includes a first set of users 800, database 810, server
815, and network 820. The first set of users 800 may include
a second set of users §05.

The first set of users 800 may represent a large group of
users (e.g., users of a software product for which profile and
interaction data is available). The second set of users 805
may represent a smaller group of users within the first set of
users 800. For example, the second set of users 805 may
represent of subset of users that are selected to take a survey
to gather additional information.

Information about the first set of users 800 and the second
set of users 805 may be stored in the database 810. In some
cases, survey results are stored separately from the infor-
mation about the complete first set of users database 800.

Upon request, the server database 815 may classify the
first set of users 800 and the second set of users 805
according to the methods described in the present disclosure.
The classification may take into account both the informa-
tion about the first set of users 800 and the second set of
users 805 as well as the survey results (which may be used
to create labeled training data for the second set of users 805.
Server 815 may be an example of, or include aspects of, the
corresponding element or elements described with reference
to FIG. 9.

FIG. 9 shows an example of a data classification apparatus
according to aspects of the present disclosure.

Server 900 may be an example of, or include aspects of,
the corresponding element or elements described with ref-
erence to FIG. 8. Server 900 may include unlabeled data
component 905, labeled data component 910, training com-
ponent 915, first neural network 920, second neural network
925, separation component 930, classification component
935, application component 940, processor unit 945, and
memory unit 950.

Unlabeled data component 905 may receive and identify
user information for each of a first set of users (or in general,
information for a first set of objects). For example, unlabeled
data component 905 may identify demographic information
and monitor user interactions of the first set of users with one
or more software products. The user information may be
based on demographic information or user interactions.

Labeled data component 910 may select a second set of
users, and then receive or identify survey data for a second
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set of users (or, in general, additional information about a
second set of objects). The second set of users may be a
proper subset of the first set of users. Labeled data compo-
nent 910 may select the second set of users from the first set
of users and may transmit a survey to the second set of users
based on the selection. Labeled data component 910 may
receive the survey data for the second set of users in
response to sending the survey and may also segment the
second set of users into a set of categories based on the
survey data.

Labeled data component 910 may then generate a set of
feature-label pairs for the second set of users based on the
segmentation. A first neural network 920 and a second neural
network 925 may be trained based on the set of feature-label
pairs. In some cases, labeled data component 910 may
encode category membership using a one-hot encoding,
where the set of feature-label pairs is based on the one-hot
encoding.

Thus, labeled data component 910 may collect additional
information for each of the second set of users and may also
segment the second set of users into multiple categories
based on the additional information.

In another example, labeled data component 910 may
identify additional information for a second set of objects,
where the second set of objects is a subset of the first set of
objects. Labeled data component 910 may classify the
second set of objects into multiple categories based on the
additional information and may also randomly select the
second set of objects from the first set of objects. Labeled
data component 910 may collect additional information
based on the random selection. In some examples, the
second set of objects is classified using unsupervised
machine learning.

Training component 915 may train a classification com-
ponent 920 including a first neural network 920 and a second
neural network 925 based on the second set of users. The
first neural network 920 maps the user information to an
embedding space and the second neural network 925 maps
the embedding space to a space of probability vectors. Each
vector in the space of probability vectors may correspond to
a user’s category membership propensity. Training compo-
nent 915 may also update the first neural network 920 and
the second neural network 925 based on the prediction.

Training component 915 may initialize the first neural
network 920, the second neural network 925, or both using
Glorot initialization. Training component 915 may also
regularize the first neural network 920, the second neural
network 925, or both using Tikhonov regularization. Train-
ing component 915 may train the first neural network 920 by
minimizing Kullback-Leibler divergence between a true
distribution and an inferred distribution from the second
neural network 925.

Training component 915 may also train the first neural
network 920 and the second neural network 925 by adjusting
parameters of the first neural network 920 and the second
neural network 925 using an Adam optimizer. Training
component 915 may repeatedly alternate between training
the first neural network 920 and the second neural network
925 and classifying the first set of users using a low-density
separation algorithm to optimize the first neural network 920
and the second neural network 925.

In another embodiment, training component 915 may
train a first neural network 920 and a second neural network
925 based on the segmentation of the second set of users,
where the first neural network 920 maps the user informa-
tion to an embedding space and the second neural network
925 maps the embedding space to a space of probability
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vectors corresponding to the multiple categories. Training
component 915 may also update the first neural network 920
and the second neural network 925 based on the segmenta-
tion of the first set of users.

In another embodiment, training component 915 may
train a first neural network 920 and a second neural network
925 based on the segmentation of the second set of objects,
where the first neural network 920 maps the object infor-
mation to an embedding space and the second neural net-
work 925 maps the embedding space to a space of prob-
ability vectors corresponding to the multiple categories.
Training component 915 may also retrain the first neural
network 920 and the second neural network 925 based on the
classification of the first set of objects. Training component
915 may also retrain the first neural network 920 and the
second neural network 925 based on a reclassification of the
first set of objects.

Classification component 920 may classify input data
according to a set of categories or labels. The classification
component 920 includes the first neural network 925 and the
second neural network 930. When the first neural network
925 and the second neural network 930 are updated, the
classification component 920 can reclassify the first set of
users based on the updated first neural network 925 and the
updated second neural network 930. The classification com-
ponent 920 may also generate a set of feature-label pairs for
the first set of users based on the classifying the first set of
users, where updating the first neural network 925 and the
second neural network 930 including training the first neural
network 925 and the second neural network 930 on the set
of feature-label pairs for the first set of users. The classifi-
cation component 920 may be an example of, or include
aspects of, the corresponding element or elements described
with reference to FIG. 10.

First neural network 925 may be an example of, or include
aspects of, the corresponding element or elements described
with reference to FIGS. 7 and 10. Second neural network
930 may be an example of, or include aspects of, the
corresponding element or elements described with reference
to FIGS. 7 and 10.

Separation component 935 may predict category mem-
bership propensities for the first set of users using a low-
density separation algorithm on the user information for the
first set of users mapped to the embedding space. In some
examples, the low-density separation algorithm includes a
one-vs-rest TSVM. That is, the separation component 935
may segment the first set of users into multiple categories
using a low-density separation algorithm.

Separation component 935 may classify the first set of
objects into the multiple categories using a low-density
separation algorithm based on the mapping. Separation
component 935 may also reclassify the first set of objects
into the multiple categories using the low-density separation
algorithm based on the remapping.

Application component 940 may perform a marketing
campaign directed to at least a portion of the first set of users
based on the reclassification. Application component 940
may also select relevant information for a portion of the first
set of users based on the reclassification. Application com-
ponent 940 may also transmit the relevant information to the
portion of the first set of users.

A processor unit 945 may include an intelligent hardware
device, (e.g., a general-purpose processing component, a
digital signal processor (DSP), a central processing unit
(CPU), a graphics processing unit (GPU), a microcontroller,
an application-specific integrated circuit (ASIC), a field-
programmable gate array (FPGA), a programmable logic
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device, a discrete gate or transistor logic component, a
discrete hardware component, or any combination thereof).
In some cases, the processor may be configured to operate
a memory array using a memory controller. In other cases,
a memory controller may be integrated into the processor.
The processor may be configured to execute computer-
readable instructions stored in a memory to perform various
functions. In some examples, a processor may include
special-purpose components for modem processing, base-
band processing, digital signal processing, or transmission
processing. In some examples, the processor may comprise
a system-on-a-chip.

A memory unit 950 may store information for various
programs and applications on a computing device. For
example, the storage may include data for running an
operating system. The memory may include both volatile
memory and non-volatile memory. Volatile memory may
include random access memory (RAM), and non-volatile
memory may include read-only memory (ROM), flash
memory, electrically erasable programmable read-only
memory (EEPROM), digital tape, a hard disk drive (HDD),
and/or a solid-state drive (SSD). Memory may include any
combination of readable and/or writable volatile memories
and/or non-volatile memories, along with other possible
storage devices.

FIG. 10 shows an example of a deep segmentation net-
work architecture according to aspects of the present dis-
closure. The example shown includes input 1000, classifi-
cation component 1005, low-density separation algorithm
1020, probability vectors 1025, optimization 1030, consis-
tency hyperparameter 1035, and loss 1040.

According to one embodiment, the neural network f:
R“—R™ has two layers, the first of size 128 and the second
of size 32, both with hyperbolic tangent activation. In
between these two layers, batch normalization followed
dropout is applied at a rate of 0.5 during model training to
prevent overfitting. Additionally, the neural network g:
R, — P° may consist of a single layer with 5 units and
softmax activation. 0 (resp. ) denotes the trainable param-
eters for f (resp. g) and fq (resp. g,,) denotes f (resp. g) in
a manner that stresses the dependence of the neural network
on these trainable parameters. Neural network parameters
receive Glorot’s normal initialization. The network weights
for f and g receive Tikhonov-regularization, which
decreases with progression through the network. The under-
lying target distribution is formed by one-hot encoding the
labels y; and slightly smoothing these labels. h: {1,... c}—
[P° may be defined by its components l<j=c as

l—ce ify=j 3)

h(y)j :{ e

otherwise

where e=107 is set to be the smoothing parameter. Training
starts with the neural network fq, to minimize Dy, (h(y,)llg,,
(fe(x,))) on D in batches where Dg;(¢||) denotes the
Kullback-Leibler divergence between the true distributions
h(y,) and the inferred distributions g,,(fo(x,)). The Adam
optimizer is used to maintain different learning rates for each
parameter and allows the rates to increase but adapts the
rates based on the first two moments from the gradient
updates. This optimization on labeled data produces param-
eters 0, for f and 1), for g.

The function fg, may be a map that produces features
well-suited for differentiating between classes. ]N)O:{(J“eo(x),
V):(X,Y)ED,} and D, ={(f,(X):(x,)ED, } are formed by pass-
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ing the x-data through this mapping. A number, c, of
TSVM’s arc then trained, one for each class on the labeled
data D, and unlabeled data D,. This produces probability
vectors p=* +1, . .., £ +u for class propensities for the x,
in D,. For each i,p,£P° is a probability vector with
elements corresponding to the likelihood that x; lies in a
given class. D,={(x,.p,)} is formed by pairing x,€D, with a
corresponding predicted probability p,.

In one embodiment, the learning rate for the Adam
optimizer may be set to Yioth of the initial rate prior to
minimizing the mean square error between g(f(x,)) and p,
for (x,, p,)ED, for 10 epochs and then minimizing the KL
divergence between h(y,) and g(f(x,)) for 10 epochs. This
training starts with neural network parameters 0, and y, and
produces parameters 0, and ;. The function f,, is a map
that produces features better suited to segmenting classes
than those from fq. The x-data is passed through this
mapping and the iterative process continues for 6 iterations.

An exponential moving average may be formed from the
predictions g(f(x,)) for x,€D, over the iterative steps and
this average constitutes the final estimate for the probabili-
ties of interest.

In an example embodiment, for a binary classification
problem with labels y,&{-1,1}, parameters w, b are calcu-
lated to minimize the non-convex objective function:

T D=V WP+ CE o H S,y )+ CH oy (IS

&),

*
where f,,:R“>Ris the linear decision function f,,,
(x)=w-x+b, and H(x)=max(0,1-x) is the hinge loss function.
The hyperparameters C, C* control the relative influence of
the labeled and unlabeled data, respectively. The third term
is non-convex, corresponding to the unlabeled data. The
function J(w,b) is decomposed into the sum of a concave
function and a convex function by creating two copies of the
unlabeled data, one with positive labels and one with nega-
tive labels. The calculation is reduced to an iterative proce-
dure at each step using the concave-convex procedure
(CCcp).

Classification component 1005 may be an example of, or
include aspects of, the corresponding element or elements
described with reference to FIG. 9. The first neural network
1010 and the second neural network 1015 may be a com-
ponent of the classification component 1005. The first neural
network 1010 can include one or more dense neural net-
works. A dense neural network may be a type of neural
network in which the layers are fully connected by the
network nodes.

First neural network 1010 and second neural network
1015 may be an example of, or include aspects of, the
corresponding element or elements described with reference
to FIGS. 7 and 9. Low-density separation algorithm 1020
may be an example of, or include aspects of, the correspond-
ing element or elements described with reference to FIG. 7.

Accordingly, the present disclosure includes the following
embodiments.

A method, apparatus and non-transitory medium storing
code for user classification with semi-supervised machine
learning is described. Embodiments of the method, appara-
tus and non-transitory medium may receive user information
for a first set of users, receiving survey data for a second set
of users, wherein the second set of users is a proper subset
of the first set of users, training a first neural network and a
second neural network based on the second set of users,
wherein the first neural network maps the user information
to an embedding space and the second neural network maps
the embedding space to a space of probability vectors, and
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wherein each vector in the space of probability vectors
corresponds to a user’s category membership propensity,
mapping the user information for the first set of users to the
embedding space using the first neural network, predicting
category membership propensities for the first set of users
using a low-density separation algorithm on the user infor-
mation for the first set of users mapped to the embedding
space, updating the first neural network and the second
neural network based on the prediction, and reclassifying the
first set of users based on the updated first neural network
and the updated second neural network.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include identifying demographic information for the
first set of users. Some examples may further include
monitoring user interactions of the first set of users with one
or more software products, wherein the user information is
based on the demographic information and the user inter-
actions.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include selecting the second set of users from the first
set of users. Some examples may further include transmit-
ting a survey to the second set of users based on the
selection. Some examples may further include receiving the
survey data for the second set of users in response to the
survey.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include segmenting the second set of users into a
plurality of categories based on the survey data. Some
examples may further include generating a set of feature-
label pairs for the second set of users based on the segmen-
tation, wherein the first neural network and the second
neural network are trained based on the set of feature-label
pairs.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include encoding category membership using a one-hot
encoding, wherein the set of feature-label pairs is based on
the one-hot encoding.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include initializing the first neural network, the second
neural network, or both using Glorot initialization. Some
examples may further include regularizing the first neural
network, the second neural network, or both using Tikhonov
regularization.

In some examples, the first neural network comprises a
two-layer network with hyperbolic tangent activation. In
some examples, the second neural network comprises a
single-layer network with softmax activation.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include training the first neural network comprises
minimizing Kullback-Leibler divergence between a true
distribution and an inferred distribution from the second
neural network.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include training the first neural network, and the second
neural network comprises adjusting parameters of the first
neural network and the second neural network using an
Adam optimizer. In some examples, the embedding space
comprises fewer dimensions than the user information. In
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some examples, the low-density separation algorithm com-
prises a one-vs-rest transductive support vector machine
(TVSM).

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include generating a set of feature-label pairs for the
first set of users based on the classifying the first set of users,
wherein updating the first neural network and the second
neural network comprises training the first neural network
and the second neural network on the set of feature-label
pairs for the first set of users.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include repeatedly alternating between training the first
neural network and the second neural network and classi-
fying the first set of users using the low-density separation
algorithm to optimize the first neural network and the second
neural network.

A method, apparatus and non-transitory medium storing
code for user classification with semi-supervised machine
learning is described. Embodiments of the method, appara-
tus and non-transitory medium may identify user informa-
tion for each of a first set of users, selecting a second set of
users, wherein the second set of users is a proper subset of
the first set of users, collecting additional information for
each of the second set of users, segmenting the second set of
users into multiple categories based on the additional infor-
mation, training a first neural network and a second neural
network based on the segmentation of the second set of
users, wherein the first neural network maps the user infor-
mation to an embedding space and the second neural net-
work maps the embedding space to a space of probability
vectors corresponding to the multiple categories, mapping
the user information for the first set of users to the embed-
ding space using the first neural network, segmenting the
first set of users into the multiple categories using a low-
density separation algorithm, updating the first neural net-
work and the second neural network based on the segmen-
tation of the first set of users, and reclassifying the first set
of users based on the updated first neural network and the
updated second neural network.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include performing a marketing campaign directed to at
least a portion of the first set of users based at least in part
on the reclassification.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include selecting relevant information for a portion of
the first set of users based at least in part on the reclassifi-
cation. Some examples may further include transmitting the
relevant information to the portion of the first set of users.

A method, apparatus and non-transitory medium storing
code for object classification with semi-supervised machine
learning is described. Embodiments of the method, appara-
tus and non-transitory medium may identifying information
for a first set of objects, identifying additional information
for a second set of objects, wherein the second set of objects
is a subset of the first set of objects, classifying the second
set of objects into multiple categories based on the addi-
tional information, training a first neural network and a
second neural network based on the segmentation of the
second set of objects, wherein the first neural network maps
the object information to an embedding space and the
second neural network maps the embedding space to a space
of probability vectors corresponding to the multiple catego-
ries, mapping the first set of objects to the embedding space
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using the first neural network, classifying the first set of
objects into the multiple categories using a low-density
separation algorithm based on the mapping, retraining the
first neural network and the second neural network based on
the classification of the first set of objects, remapping the
first set of objects to the embedding space using the updated
first neural network, reclassifying the first set of objects into
the multiple categories using the low-density separation
algorithm based on the remapping, and retraining the first
neural network and the second neural network based on the
reclassification of the first set of objects.

Some examples of the method, apparatus, and non-tran-
sitory computer-readable medium described above may fur-
ther include randomly selecting the second set of objects
from the first set of objects. Some examples may further
include collecting additional information based on the ran-
dom selection. In some examples, the second set of objects
is classified using unsupervised machine learning.

The description and drawings described herein represent
example configurations and do not represent all the imple-
mentations within the scope of the claims. For example, the
operations and steps may be rearranged, combined or oth-
erwise modified. Also, structures and devices may be rep-
resented in the form of block diagrams to represent the
relationship between components and avoid obscuring the
described concepts. Similar components or features may
have the same name but may have different reference
numbers corresponding to different figures.

Some modifications to the disclosure may be readily
apparent to those skilled in the art, and the principles defined
herein may be applied to other variations without departing
from the scope of the disclosure. Thus, the disclosure is not
limited to the examples and designs described herein but is
to be accorded the broadest scope consistent with the
principles and novel features disclosed herein.

The described methods may be implemented or per-
formed by devices that include a general-purpose processor,
a digital signal processor (DSP), an application-specific
integrated circuit (ASIC), a field-programmable gate array
(FPGA) or other programmable logic devices, discrete gate
or transistor logic, discrete hardware components, or any
combination thereof. A general-purpose processor may be a
microprocessor, a conventional processor, controller, micro-
controller, or state machine. A processor may also be imple-
mented as a combination of computing devices (e.g., a
combination of a DSP and a microprocessor, multiple micro-
processors, one Oor more Mmicroprocessors in conjunction
with a DSP core, or any other such configuration). Thus, the
functions described herein may be implemented in hardware
or software and may be executed by a processor, firmware,
or any combination thereof. If implemented in software
executed by a processor, the functions may be stored in the
form of instructions or code on a computer-readable
medium.

Computer-readable media includes both non-transitory
computer storage media and communication media includ-
ing any medium that facilitates the transfer of code or data.
A non-transitory storage medium may be any available
medium that can be accessed by a computer. For example,
non-transitory computer-readable media can comprise ran-
dom access memory (RAM), read-only memory (ROM),
electrically erasable programmable read-only memory (EE-
PROM), compact disk (CD) or other optical disk storage,
magnetic disk storage, or any other non-transitory medium
for carrying or storing data or code.

Also, connecting components may be properly termed as
computer-readable media. For example, if code or data is
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transmitted from a website, server, or other remote source
using a coaxial cable, fiber optic cable, twisted pair, digital
subscriber line (DSL), or wireless technology such as infra-
red, radio, or microwave signals, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technology are
included in the definition of medium. Combinations of
media are also included within the scope of computer-
readable media.

In this disclosure and the following claims, the word “or”
indicates an inclusive list such that, for example, the list of
X, Y orZmeans XorYorZ or XY or XZ or YZ or XYZ.
Also the phrase “based on” is not used to represent a closed
set of conditions. For example, a step that is described as
“based on condition A” may be based on both condition A
and condition B. In other words, the phrase “based on” shall
be construed to mean “based at least in part on.”

What is claimed is:

1. A method of user classification, comprising:

receiving user information for a first set of users;

receiving survey data for a second set of users, wherein
the second set of users is a proper subset of the first set
of users;

training a first neural network and a second neural net-
work based on the second set of users, wherein the first
neural network maps the user information to an embed-
ding space and the second neural network maps the
embedding space to a space of probability vectors, and
wherein each vector in the space of probability vectors
corresponds to a user’s category membership propen-
sity;

mapping the user information for the first set of users to
the embedding space using the first neural network;

predicting category membership propensities for the first
set of users using a low-density separation algorithm on
the user information for the first set of users mapped to
the embedding space;

updating the first neural network and the second neural
network based on the prediction; and

reclassifying the first set of users based on the updated
first neural network and the updated second neural
network.

2. The method of claim 1, further comprising:

identifying demographic information for the first set of
users; and

monitoring user interactions of the first set of users with
one or more software products, wherein the user infor-
mation is based on the demographic information and
the user interactions.

3. The method of claim 1, further comprising:

selecting the second set of users from the first set of users;

transmitting a survey to the second set of users based on
the selection; and

receiving the survey data for the second set of users in
response to the survey.

4. The method of claim 1, further comprising:

segmenting the second set of users into a plurality of
categories based on the survey data; and

generating a set of feature-label pairs for the second set of
users based on the segmentation, wherein the first
neural network and the second neural network are
trained based on the set of feature-label pairs.

5. The method of claim 4, further comprising:

encoding category membership using a one-hot encoding,
wherein the set of feature-label pairs is based on the
one-hot encoding.
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6. The method of claim 1, further comprising:

initializing the first neural network, the second neural
network, or both using Glorot initialization; and

regularizing the first neural network, the second neural
network, or both using Tikhonov regularization.

7. The method of claim 1, wherein:

the first neural network comprises a two-layer network
with hyperbolic tangent activation.

8. The method of claim 1, wherein:

the second neural network comprises a single-layer net-
work with softmax activation.

9. The method of claim 1, further comprising:

training the first neural network comprises minimizing
Kullback-Leibler divergence between a true distribu-
tion and an inferred distribution from the second neural
network.

10. The method of claim 1, further comprising:

training the first neural network and the second neural
network comprises adjusting parameters of the first
neural network and the second neural network using an
Adam optimizer.

11. The method of claim 1, wherein:

the embedding space comprises fewer dimensions than
the user information.

12. The method of claim 1, wherein:

the low-density separation algorithm comprises a one-vs-
rest transductive support vector machine (TSVM).

13. The method of claim 1, further comprising:

generating a set of feature-label pairs for the first set of
users based on the classifying the first set of users,
wherein updating the first neural network and the
second neural network comprises training the first
neural network and the second neural network on the
set of feature-label pairs for the first set of users.

14. The method of claim 1, further comprising:

repeatedly alternating between training the first neural
network and the second neural network and classifying
the first set of users using the low-density separation
algorithm to optimize the first neural network and the
second neural network.

15. A method of user classification, comprising:

identifying user information for each of a first set of users;

selecting a second set of users, wherein the second set of
users is a proper subset of the first set of users;

collecting additional information for each of the second
set of users;

segmenting the second set of users into multiple catego-
ries based on the additional information;

training a first neural network and a second neural net-
work based on the segmentation of the second set of
users, wherein the first neural network maps the user
information to an embedding space and the second
neural network maps the embedding space to a space of
probability vectors corresponding to the multiple cat-
egories;

mapping the user information for the first set of users to
the embedding space using the first neural network;

segmenting the first set of users into the multiple catego-
ries using a low-density separation algorithm;

updating the first neural network and the second neural
network based on the segmentation of the first set of
users; and

reclassifying the first set of users based on the updated
first neural network and the updated second neural
network.



US 11,455,518 B2

21

16. The method of claim 15, further comprising:

performing a marketing campaign directed to at least a
portion of the first set of users based at least in part on
the reclassification.

17. The method of claim 15, further comprising:

selecting relevant information for a portion of the first set
of'users based at least in part on the reclassification; and

transmitting the relevant information to the portion of the
first set of users.

18. A method of object classification, comprising:

identifying information for a first set of objects;

identifying additional information for a second set of
objects, wherein the second set of objects is a subset of
the first set of objects;

classifying the second set of objects into multiple catego-
ries based on the additional information;

training a first neural network and a second neural net-
work based on the segmentation of the second set of
objects, wherein the first neural network maps the
object information to an embedding space and the
second neural network maps the embedding space to a
space corresponding to the multiple categories;

mapping the first set of objects to the embedding space
using the first neural network;
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classifying the first set of objects into the multiple cat-
egories using a low-density separation algorithm based
on the mapping;

retraining the first neural network and the second neural
network based on the classification of the first set of
objects;

remapping the first set of objects to the embedding space
using the updated first neural network;

reclassifying the first set of objects into the multiple
categories using the low-density separation algorithm
based on the remapping; and

retraining the first neural network and the second neural
network based on the reclassification of the first set of
objects.

19. The method of claim 18, further comprising:

randomly selecting the second set of objects from the first
set of objects; and

collecting the additional information based on the random
selection.

20. The method of claim 18, wherein:

the second set of objects is classified using unsupervised
machine learning.
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